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Evaluation of an Automated Equilibration
Technique for Deuterium/Hydrogen Isotope Ratio
Measurements with Respect to Assessing Total
Energy Expenditure by the Doubly Labelled Water
Method
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The doubly labelled water (DLW) method for measuring energy expenditure in free living subjects su†ers from
inaccuracy and imprecision mainly owing to analytical problems. An automated H/D/O equilibration device was
tested for precision, internal validity and matrix e†ects with particular consideration of DLW studies. The preci-
sion was found to be and for 2H and 18O, respectively. Dilution series with water standards and urine0.5& 0.04&

showed a high linearity and no matrix e†ects. In addition, the automated preparation is less laborious and time
consuming and reduces sources of analytical imprecisions in studies measuring energy expenditure by the DLW
method. 1997 by John Wiley & Sons, Ltd.(
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INTRODUCTION

The doubly labelled water (DLW) method has been
established as the Ðrst accurate technique for measuring
energy expenditure in free living subjects.1 It relies on
the accurate measurement of 2H/1H and 18O/16O
isotope ratios in plasma, saliva or urine samples in
order to calculate the Ñux of tracer and tracee across
the physiological compartment of measurement. The
predominant sample preparation for deuterium-
enriched aqueous samples is a reduction method
employing zinc reduction or continuous Ñow uranium
furnaces. The latter approach is subject to memory
e†ects, requiring frequent replicate sample injections.
All reduction methods have in common that the water
has to be completely converted into hydrogen to avoid
isotope e†ects. These methods are laborious, time con-
suming and only accurate in the hands of an experi-
enced technician. However, the quality of the isotope
analysis largely determines the precision of the DLW
method.

A di†erent technique is to equilibrate water samples
with added hydrogen. This is similar in principle to the
equilibration of water with for the determinationCO2of the 18O/16O isotope ratio. This approach employs
platinum to catalyse the equilibration of added hydro-
gen with the water sample.2,3 The platinum catalyst
increases the rate of deuterium exchange between H2Ovapour and gas. It is essential to control preciselyH2

* Correspondence to : F. Thielecke.

the temperature during equilibration since the reaction
is strongly temperature dependent. The fractionation
factor at 25 ¡C.4,5 Based on that tech-aHD@H2O \ 0.2625
nique, this paper describes the performance with respect
to the analytical requirements of a commercially avail-
able, automated device for measuring 2H/1H and
18O/16O isotope ratios in aqueous samples and demon-
strates its beneÐts for DLW studies. The advantage over
other methods for the determination of 2H/1H and
18O/16O isotope ratios is that this automatic device can
be used for both isotopic species, meaning that the
2H/1H and 18O/16O isotope ratios can be obtained
from the same sample. The equilibration device tested
can be purchased from Finnigan MAT (Bremen,
Germany).

EXPERIMENTAL

The equilibration system consists of a sample rack
holding 24 glass bottles of 20 ml volume. The sample
rack is mounted on a sled in such a way that the
samples are immersed and shaken in a temperature-
controlled water-bath. The temperature is held constant
at 19 ¡C (^0.05 ¡C) by the means of a water chiller loop
and precise counter heating. A temperature below room
temperature was chosen in order to minimize conden-
sation. The glass bottles are Ðlled with sample Ñuid (5
ml) and the hydrophobic catalyst is added before trans-
ferring them to the sample rack. The platinum catalyst
is attached to Pyrex rods with silicone glue, which facili-
ties handling of the catalyst. The rods are easy to place
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Figure 1. Deuterium oxide dilution series. Differences in measured concentrations between the uranium reduction technique (– – –) and the
equilibration technique (…).

in the sample and easy to remove after the measure-
ment. These catalysts are reusable ; so far, we have used
them 60È70 times without deterioration of performance.
We only ensure that after the measurement the catalysts
are rinsed thoroughly with distilled water and dried in
an oven overnight at 60 ¡C. The catalysts are available
from Finnigan MAT. The sample bottles are connected
to their port valves (Nupro BK series) via a short capil-
lary. After pump-out by a rotary oil pump (Edwards, 5
m3 h~1), the sample bottles are Ðlled with equilibration
gas. The pressure is D 0.4 bar, resulting in an appropri-
ate pressure in the inlet system of the isotope ratio mass
spectrometer after equilibration and transfer of the
sample gas. The equilibration time is 90 min for andH2480 min for After equilibration, the sample gas isCO2 .
sequentially transferred to the isotope ratio mass
spectrometer (Delta S, Finnigan MAT). There is a cold
trap ([70 ¡C, dry-ice in ethanol) surrounding the trans-
fer line to prevent vapour from entering theH2Ospectrometer. Double collector measurements are per-
formed so that after the hydrogen measurements are Ðn-
ished the equilibration system is evacuated and isCO2introduced automatically into the sample bottles and
the standard port of the isotope ratio mass spectrometer
and in this way the 2H/1H and 18O/16O ratios are
obtained from the same sample. This results in an
increase in analytical capacity. Twenty-four samples can
be analysed for 2H/1H and 18O/16O within 24 h. In
contrast, using the zinc reduction method in our labor-

atory we are able to analyse only 8È10 samples for
2H/1H in 24 h.

Isotope ratio mass spectrometric measurements were
carried out on a Finnigan MAT Delta S instrument
equipped with an H/D collector. It is desirable to have
a low and constant factor ; the constancy is theH3`
most important aspect for precise measurements. The

factor was routinely measured ten times everyH3`morning over a period of 1 month and the average
value was found to be 4.16(^0.07) mA~1. The contribu-
tion of to the mass 3 ion current was then quanti-H3`tatively corrected. For the purpose of this work the ion
source was tuned in such a way that resulted in an H3`factor of 4.32(^0.02) mA~1. Measurements were carried
out at a mass 2 signal of 1.54 A~1, corresponding to an
analyser pressure of 1 ] 10~7 mbar. Interfering masses
14 and 18 were monitored with every measurement in
order to check for air leaks and vapour.H2O

RESULTS AND DISCUSSION

External precision

In order to test for external precision, ten water samples
were analysed for 2H/1H and 18O/16O isotope ratios.
The precision expressed as relative standard deviation
was found to be and for 2H and 18O,0.5& 0.04&
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Figure 2. Matrix effects. Plot of differences in measured concentrations between urine and urine with added vs. proportion ofD
2
O D
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respectively. The results are given in delta notation as
proposed by Craig :6
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whereas is the isotope ratio of the sample and isRSa RStthat of the standard and subscript x represents 2H or
18O.

Linearity of deuterium oxide dilutions

The between-laboratory variation for the DLW method
was found to be much larger than expected.7 In the
absence of international standards, laboratories must
prepare their own standards to test for internal validity.
As a working standard we used Potsdam tap water
which had previously been measured against standard
V-SMOW, SLAP and GISP waters, distributed by the
IAEA (Vienna, Austria). In addition, regular inter-
laboratory comparisons should be made, in order to
exclude possible error sources for between-laboratory
variations. For this purpose a series of deuterium oxide
dilutions were kindly provided and pre-measured by W.
A. Coward (Cambridge, UK), employing a continuous
Ñow uranium furnace. The dilution series covered a

range from as high as to relative to]900& [50&
V-SMOW in order to simulate a biological elimination
curve in studies measuring energy expenditure by the
DLW method. The results of triplicate measurements
are shown in Fig. 1. They are normalized to V-SMOW
as discussed elsewhere.8 The standard deviation of trip-
licate measurements for the points in Fig. 1 ranged from
0.07 to and showed no trend with increasing1.57&
enrichment. In addition, the samples had previously
been measured by the uranium reduction technique,
which served as a reference method. The same samples
measured by the equilibration method showed an
average di†erence in the 2H/1H isotope ratios of 1.18%
when compared with the reference method. This is just
within the error range of both techniques. The results
demonstrate both good internal validity for 2H from
water standards and good comparability with the
uranium reduction method.

Matrix e†ects

Another source of analytical variation in DLW studies
is matrix e†ects, i.e. e†ects due to some non-aqueous
material in the sample that interferes with the isotope
analysis. Scrimgeour et al.9 found considerable variabil-
ity in measured body water pools when employing the
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Table 1 Residuals for the best-Ðt line for the Ñux
rate of 2H for 14 days from cata-(k

H
)

lytic equilibration

Time

(decimal days) Ln
H

a Fitb Residualsc

0.224 É7.7798 É7.7928 0.0130

0.963 É7.4829 É7.8425 É0.0004

5.036 É8.1290 É8.1163 É0.0127

8.911 É8.3866 É8.3768 É0.0098

13.088 É8.6683 É8.6576 É0.0107

14.005 É8.6987 É8.7193 0.0206

refers to log normalized enrichment ofaLn
H

k
H

.
b Fit reflects the linear regression of the log normal-
ized enrichment.
c Residuals are the differences between observed
data and calculated values.

zinc reduction method. This problem is largely caused
by a variable error in measuring the enriched samples,
which showed a higher scatter than the basal samples. It
was concluded that this is due to occluded water in the
zinc, which has been reported to interfere with the
analysis.10 Ritz et al.11 demonstrated that urine solids
may alter the apparent isotope abundance of urinary
water when urine is directly reduced on zinc. In order to
test for matrix e†ects, a dilution series was prepared
using sample Ñuid, i.e. urine in this case. The urine was
analysed without pre-treatment such as distillation or
Ðltration. Similarly to the dilution series with water
standards, the urine samples covered a range from

to relative to V-SMOW. It was pre-]1000& [50&
pared according to an arithmetic dilution series. The
results of triplicate measurements are shown in Fig. 2.
The slope of the best-Ðt line had a relative standard
deviation of 0.08%. The relative standard deviation for
the points in Fig. 2 ranged from 0.25 to indepen-1.40&
dently of the magnitude of enrichment. This relative
standard deviation is approximately four times better
than that of the zinc reduction technique when applied
to urinary water, indicating that the hydrogen equili-
bration technique gives accurate results and improved
precision compared with the zinc reduction technique.12

Table 2. Residuals for the best-Ðt line for the Ñux
rate of 18O for 14 days from cata-(k

O
)

lytic equilibration

Time

(decimal days) Ln
O

a Fitb Residualsc

0.224 É7.7293 É7.7650 0.0157

0.963 É7.8418 É7.8318 É0.0096

5.036 É8.2076 É8.1999 É0.0077

8.911 É8.5544 É8.5502 É0.0042

13.088 É8.9287 É8.9277 É0.0010

14.005 É9.0038 É9.0106 0.0068

refers to log normalized enrichment ofaLn
O

k
O

.
b Fit reflects the linear regression of the log normal-
ized enrichment.
c Residuals are the differences between observed
data and calculated values.

Total energy expenditure measurement

In order to demonstrate the beneÐts of H/D/O equili-
bration for DLW studies, the total energy expenditure
was measured in a healthy volunteer. The subject was a
non-smoking, weight stable healthy man, age 43 years,
weight 75.7 kg. Written informed consent was obtained
prior to the start of the investigation. A baseline urine
sample was collected prior to oral dosing. The dose, suf-
Ðcient to raise 2H enrichment up to and forD750&
18O up to relative to V-SMOW, was weighedD130&
before and after administration. The subject ingested
0.12 g of and 2.5 g of per kg of total body2H2O H2 18O
water from the same mixture of two stock solutions
(99.8 at% 2H and 10.2 at% 18O). The volunteer fasted
for 6 h after dosing. This period was assumed to be suf-
Ðcient for complete equilibration, and the Ðrst post-dose
urine sample was collected. The volunteer was
instructed to maintain his normal lifestyle. Urine
samples were collected daily for a period of 14 days. All
urine samples and samples of the dose given to the
subject were stored at [20 ¡C until analysis. All
analyses were carried out in duplicate.

The carbon dioxide production was calculated(rCO2
@ )

based on the slopeÈintercept method according to
Coward,13 which also provides a measurement of preci-
sion.14,15 If fractionation is ignored, is calculated asrCO2

@

rCO2
@ \ 1

2
(kONO [ kDND)

where units are moles per day, k is the Ñow rate, N is
the pool and subscripts O and D refer to 18O and 2H,
respectively. General calorimetric principles were then
employed to calculate energy expenditure.16

The measured 2H/1H isotope ratios were logged and
a linear regression of the logged normalized enrich-
ments vs. time was calculated. In order to obtain a
measure for the quality of the determination of the Ñux
rates of 2H the residuals between the observed data(kH),
and the calculated values from the linear regression of
the logged normalized enrichments vs. time were com-
puted and are presented in Table 1. The residuals are in
good agreement with the calculated data from the
regression analysis. This is conÐrmed by examining the
residuals for the 18O data as shown in Table 2.

The overall good performance is also reÑected by the
relative standard deviation for the measurement of CO2production, which is 2.54% for the present example.
With knowledge of the natural abundance variation, an
estimation of the imprecision in arising from therCO2

@
natural abundance can be calculated.17 Considering
that the variability in the measurement of arisesrCO2

@
from both physiological and analytical variations, it is
therefore possible to obtain an additional measure for
the error arising from analytical imprecisions.

CONCLUSIONS

We have demonstrated good precision and accuracy in
the determination of 2H/1H isotope ratios in waters and
sample matrices, e.g. urine covering a wide range of

( 1997 by John Wiley & Sons, Ltd. JOURNAL OF MASS SPECTROMETRY, VOL. 32, 323È327 (1997)



H/D/O EQUILIBRATION FOR DOUBLY LABELLED WATER STUDIES 327

enrichments. When tested for internal validity, the
H/D/O equilibration device showed good linearity and
no matrix e†ects. The small relative standard deviation
in an experiment where total energy expenditure was
measured further suggests good analytical performance.

We conclude that the automated H/D/O equili-
bration gives accurate results and improved precision,
which fulÐl the analytical requirements for measuring
total energy expenditure by the DLW method, i.e. a
relative standard deviation not higher than 3%. More-
over, it could be hypothesized that the improved preci-
sion could possibly lead to a lower enrichment of the

deuterated water dose given to a subject. However, it
needs to be considered that precision is only one aspect
among others, e.g. background variation and the period
of sample collection. The determination of 18O after 2H
by the equilibration method results in a considerable
decrease in laborious and time-consuming preparation.
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